Diminishing the impact of the partial volume effect in cardiac SPECT perfusion imaging
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The partial volume effect (PVE) significantly restricts the absolute quantification of regional myocardial uptake and thereby limits the accuracy of absolute measurement of blood flow and coronary flow reserve by SPECT. The template-projection-reconstruction method has been previously developed for PVE compensation. This method assumes the availability of coregistered high-spatial resolution anatomical information as is now becoming available with commercial dual-modality imaging systems such as SPECT/CTs. The objective of this investigation was to determine the extent to which the impact of the PVE on cardiac perfusion SPECT imaging can be diminished if coregistered high-spatial resolution anatomical information is available. For this investigation the authors introduced an additional parameter into the template-projection-reconstruction compensation equation called the voxel filling fraction \( F \). This parameter specifies the extent to which structure edge voxels in the emission reconstruction are filled by the structure in question as determined by the higher spatial-resolution imaging modality and the fractional presence of the structure at different states of physiological motion as in combining phases of cardiac motion. During correction the removal of spillover to the cardiac region from the surrounding structures is performed first by using reconstructed templates of neighboring structures (liver, blood pool, lungs) to calculate spillover fractions. This is followed by determining recovery coefficients for all voxels within the heart wall from the reconstruction of the template projections of the left and right ventricles (LV and RV). The emission data are subsequently divided by these recovery coefficients taking into account the filling fraction \( F \). The mathematical cardiac torso phantom was used for investigation correction of PVE for a normal LV distribution, a defect in the inferior wall, and a defect in the anterior wall. PVE correction resulted in a dramatic visual reduction in the impact of extracardiac activity, improved the uniformity of the normally perfused heart wall, and enhanced defect visibility without undue noise amplification. No significant artifacts were seen with PVE correction in the presence of mild (one voxel) misregistration. A statistically significant improvement in the accuracy of the count levels within the normal heart wall was also noted. However, residual spillover of counts from within the myocardium creates a bias in regions of decreased wall counts (perfusion defects/abnormal wall motion) when the anatomical imaging modality does not allow definition of templates for defects present in the heart during emission imaging. © 2009 American Association of Physicists in Medicine. [DOI: 10.1118/1.3031110]
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I. INTRODUCTION

SPECT and PET imaging are hampered by the finite spatial resolution of the currently available imaging systems. As a result, detected photons originating at locations within the heart wall are blurred into surrounding locations such as the blood pool, lungs, and liver. The flip side of this process is that photons emitted in the blood pool, lungs, and liver in close proximity to the heart walls also blur into the myocardium during data acquisition. Filtering to control noise adds significantly to this blurring process. As long as there are uniform activity concentrations in structures larger than 2–3 times the system spatial resolution, there is an equilibrium between the blurring of counts into and out of central locations within the structure such that the measured concentration is not distorted.\(^1\)\(^2\) As one moves towards the edge of large structures and throughout structures smaller than 2–3 times the system spatial resolution, equilibrium of the count distribution by blurring will not exist and the apparent concentration will be distorted. We term this process which is a reflection of the limited spatial resolution of imaging as the partial volume effect (PVE).\(^1\)\(^3\) When we wish to focus on the portion of the PVE relating to the spill-in of counts from neighboring structures we will call this spillover.

The PVE impacts both the apparent concentration and absolute quantification of activity within structures as illustrated in count profiles plotted in Fig. 1. In Fig. 1 the walls of the left ventricle (LV) (labeled \( X_1 \) and \( X_2 \)) are set to be 3 voxels thick (~1.4 cm) for simplicity. The structure labeled \( Y \) represents the liver which is 26 voxels or ~12.1 cm thick and is in close proximity to the heart. The rectangular representations shown as solid lines are profiles through the original source distribution with activity levels in the LV and liver...
Cardiac perfusion imaging can therefore benefit from PVE compensation, and several methods have already been proposed to diminish the impact.\textsuperscript{2,7,14–26} Nuysts \textit{et al.}\textsuperscript{21} investigated modeling ROIs for the LV wall and blood pool which were convolved with an estimated PET camera response function to determine recovery and spillover coefficients.

Hasegawa’s group\textsuperscript{7,16} developed a similar method for quantifying the regional myocardial uptake of SPECT perfusion agents called template-projection reconstruction. This method uses three-dimensional regions-of-interest or templates formed from high-resolution anatomical images to represent structures of interest in emission images. In their studies, Hasegawa’s group used CT defined cardiac anatomy to determine voxel-by-voxel recovery coefficients ($R$) within the myocardium through projecting a template of the heart wall and reconstructing these template projections in the same way the SPECT acquisitions were reconstructed. The counts in voxels within the myocardium of the SPECT reconstruction are then divided by these recovery coefficients and summed over the region of interest to obtain the PVE corrected estimate of activity.

The earliest form of template-projection reconstruction was introduced by Gärtnet \textit{et al.}\textsuperscript{15} when they determined gray matter recovery coefficients by using high-resolution MRI defined regions convolved with the measured PET response functions to correct for the effects of partial volume. Rousset \textit{et al.}\textsuperscript{22} endeavored to take partial volume compensation a step further by employing registered MRI studies and using the geometric transfer matrix (GTM) method to invert a matrix representing the fraction of activity in each region to be PVE corrected. The GTM is a matrix of weighting factors built by integrating with normalization the system point spread function in regions with identifiable activity distributions. The template-projection-reconstruction method is therefore a simplified version of the GTM method\textsuperscript{22} with one activity region and is similar to the work of Müller–Gärtnet \textit{et al.}\textsuperscript{15} and Nuysts \textit{et al.}\textsuperscript{21} in PET.

Herein, we investigate an adaptation of Hasegawa’s group’s template-projection PVE correction method by adding an additional parameter, the voxel filling fraction ($F$), and employing correction for multiple neighboring regions. We explore the impact of correction on the visualization and accuracy of recovering the normal myocardial wall distribution and perfusion defects whose presence is not included in the myocardial wall template. The goal of our application of PVE correction is to improve not only quantitative accuracy of cardiac activity estimation but also to move towards improving the visual fidelity of cardiac perfusion SPECT images with the ultimate goal of improving the diagnostic accuracy of the reconstructions. With one exception where we explicitly investigate the impact of misregistration, the studies performed herein assume ideal registration between the high-resolution imaging modality and the emission slices, and ideal segmentation of the templates from the slices of the high-resolution imaging modality. Thus our studies were designed to investigate and illustrate the upper limit of performance of our correction methodology.
II. THEORY

In a clinical environment, it is envisioned implementing PVE correction by segmenting coregistered high-resolution finely sampled contrast enhanced gated CT or MRI slices to obtain binary templates of relevant structures such as the heart, liver, lungs, and blood pool. These binary templates will be forward projected using a model of the distance-dependent spatial resolution of the gamma camera and attenuation maps also derived from the CT or MRI slices. After reconstruction and filtering, the reconstructed template of the heart wall and other structures provide voxel and structure specific sets of recovery coefficients \( R_i \). The recovery corrected count \( (RC_{VX}) \) for a voxel \( V \) in structure \( X \) (for example myocardium, see Fig. 1) can then be defined as the count in \( V \) from the SPECT reconstruction \( (C_V) \) times the fraction of \( X \) in \( V \) \( (F_{VX}) \) divided by the \( R \) specific to that \( V \) \( (R_{VX}) \), or as an equation

\[
RC_{VX} = C_V \frac{F_{VX}}{R_{VX}}.
\]

\( F_{VX} \) (or the voxel filling fraction) has a value of 1.0 when \( V \) is completely in \( X \) and less than 1.0 when \( V \) is partially in \( X \). \( F_{VX} \) is determined from a template which includes sub-SPECT-voxel sampling of the structure created by folding down to the resolution of SPECT the coregistered high-resolution template originally segmented from the anatomical slices. \( F \) can also be used to correct for the fractional presence of a structure due to physiological motion. Herein, PVE correction is made to the emission data in the absence of cardiac gating. Thus, \( F \) also corrects for the fractional presence of the structure at each stage of the cardiac cycle. It controls overcompensation at the edges of structures and also accurately scales activity when the structure is smaller than the SPECT voxel size as can happen with apical thinning.

Equation (1) is only applicable when no other activity other than the distribution \( X \) (herein myocardium) is present. With the liver \( (Y \) in Fig. 1) and other structures close to the myocardium (lungs, blood pool) accumulating activity, a spillover correction for their contribution to the voxel also needs to be implemented. Following the lead of Nuyts et al. we approximate the spillover counts \( (SC_{VY}) \) at voxel \( V \) from activity in some structure \( Y \) as being the spillover coefficient \( (S_{VY}) \) times the average count per voxel in the structure \( A_Y \) assuming uniform uptake, or as an equation

\[
SC_{VY} = S_{VY} A_Y.
\]

As with \( R \), \( S \) is obtained by forward projecting and reconstructing a CT segmented binary structure \( Y \). \( A_Y \) for large structures should be assessed with regions-of-interest (ROIs) defined to avoid regions where counts are diminished (i.e., defined where \( R=1.0 \)). Spill-out of activity from the heart wall and blood pool can also be addressed in this way, but only after recovery compensation is applied to them. In these cases \((R<1.0)\), compensation is necessary to accurately determine the maximum count level for an accurate estimate of \( A_Y \). One could use an iterative process to refine the estimates of \( A_Y \); however, we have not done so herein. The combined PVE corrected slices will be formed voxel by voxel based on a combination of Eqs. (1) and (2). The PVE corrected count at a voxel \( V \) in structure \( X \) \( (PC_{VX}) \) will be calculated as

\[
PC_{VX} = C_V \left[ \frac{F_{VX}}{R_{VX}} - TSC_{VY} \right],
\]

where \( TSC_{VY} \) is the total spillover count correction from all structures \( Y \) (liver, lungs, background, blood pool, etc.) contributing to \( V \) in structure \( X \).

III. MATERIALS AND METHODS

Two versions of the mathematical cardiac torso (MCAT) phantom were used to investigate the application of PVE correction under controlled conditions for Tc-99m Sestamibi perfusion SPECT. Emission projections for a normal heart and hearts with decreased activity simulating small defects (20 deg radial and 1.8 cm axial extent at the center) in the inferior and anterior LV walls respectively were created. The decrease was varied between 0% and 100% in steps of 20% to study the accuracy with which the activity in the defect could be reproduced. Besides a decrease in activity, one rendition of the inferior and anterior defects also included a slight narrowing of the heart wall and change in contraction as might occur in the cases of myocardial stunning and hibernation during stress. The narrowing and change in contraction were not included in the version used to represent the CT maps since these maps were created to represent CT imaging at rest. Thus these changes would not be reflected in the heart wall templates defined from the CT slices. The beating motion of the heart was simulated for 16 stages evenly spaced throughout the cardiac cycle and combined into ungated data sets for both the SPECT and CT data. The liver was elevated to lie within the slices containing the LV at 0.6 cm at its closest approach to the myocardium making the inferior wall defects a challenge for the imaging system. In addition, lungs, blood pool, and tissue background were included in the simulation. All the different organs (activity distributions) were generated separately with unit count levels for flexible combination after Monte Carlo simulation.

The two versions of the MCAT phantom varied in spatial and voxel sampling (Table I). The first version of the phantom was used as the source and attenuation distributions to generate the emission acquisitions. These phantoms (normal, anterior defect, inferior defect, and wall narrowing and change in contraction of defect) were generated with 3 × 3 × 3 subsampling and consisted of 256 × 256 × 256 voxel arrays with an isotropic voxel width of 0.2335 cm to minimize
aliasing during the simulated acquisitions described below. No subsampling (voxels were either fully inside or fully outside a structure) was employed in the second version of the phantom which simulated a segmented high-resolution set of CT slices with an in plane voxel width of 0.058375 cm and an axial voxel width 0.11675 cm (four and two times smaller than the emission phantom, respectively). Due to the coarser axial sampling typically employed in CT (compared to in plane sampling), the second version of the phantoms consisted of the centrally located 128 axial slices with a 512 × 512 voxel dimension for each slice. From this phantom the templates used for calculating the correction factors were generated, paralleling the use of segmentation of the templates from CT slices registered with the emission data for this purpose clinically. The templates were downsampled to the desired reconstructed voxel dimension of the emission reconstructions keeping track of the fractional contribution of each voxel of the structures at the original “CT” resolution to the voxels at the emission sampling. This is the factor $F_{VP}$ of Eqs. (1) and (3). Note that it corrects for both downsampling and the fractional presence of the activity in slices summed over the cardiac cycle.

Cardiac perfusion projections of the first version of the MCAT phantom were simulated using the SIMIND Monte Carlo package. Projections of the templates were made using a ray-driven analytical projector which modeled the distance-dependent spatial resolution of the SPECT system simulated by SIMIND and nonuniform attenuation using the attenuation maps provided to SIMIND. The maps were downsampled to match the template sampling. Simulated projection data were acquired through 360 deg into 120 projections with voxel sizes of 0.317, 0.467, and 0.634 cm, respectively. For the first two voxel sizes 128 × 128 matrices were employed while for the 0.634 cm voxel size a 64 × 64 matrix was used. Simulating different voxel sizes enabled us to study the effect of SPECT voxel sampling on PVE compensation as well as the interpolation problem when noncubic voxels (as present in CT) need to be converted to arbitrary voxel sizes (not multiples of original dimension). In both SIMIND and analytical modeling the imaging properties of an IRIX SPECT gamma camera (Philips Medical, Cleveland, OH) fitted with low-energy-high-resolution parallel-hole collimators was simulated. In SIMIND, primary photons (assuming perfect scatter rejection) and scattered photons were acquired separately for the same 15% Tc-99m photopeak window (129.93–151.38 keV). In addition, an 8% energy window below the Tc-99m photopeak (118.08–127.92 keV) was simulated for triple-energy-window (TEW) scatter compensation. That is, we employ the version of TEW for Tc-99m which makes use of solely a window below the photopeak. With SIMIND separate near noise-free projection sets of the heart, liver, lungs, blood pool, and tissue background were generated, combined, and Poisson noise added, guided by count levels seen in our clinic. When combined the true concentration ratio (without attenuation, scatter, and resolution degradation) relative to heart for liver was 1.0, for blood pool was 0.1, for lungs was 0.05, and for background was 0.1. A total of ∼14.2 million counts were present in the projection image sets of which only ∼0.68 million originated from the heart. All slices and plots from the slices included in the figures of the manuscript include the impact of this noise level. Analytical projections of the same structures mentioned, except the background, were also produced from the “CT” templates. Although easy to distinguish in the MCAT phantom, the background was not included as a template because of the complexity of segmenting a wide variety of background structures in real CT that might contain radioactivity.

SIMIND projection data were reconstructed using five iterations of an ordered-subset rescaled-block-iterative (RBI) algorithm with four angles per subset. Five iterations were found to be optimal in terms of detection accuracy in a clinical cardiac perfusion study using our reconstruction software. Scatter compensation (SC) employing the TEW method was implemented by adding the TEW estimate of scatter to the projection of the current voxel values prior to dividing this sum into the photopeak voxel values during iteration of the algorithm. During reconstruction, data were also left uncorrected for any physical degradation (NC), corrected for nonuniform attenuation (AC), and distance-dependent resolution compensation (RC) by the Gaussian diffusion algorithm. Postreconstruction 3D Gaussian filtering with sigma’s $\sigma = \text{standard deviation}$ accounting for the different voxel sizes was applied to produce similar noise suppression as in our clinical studies. That is, sigma’s of 1.5, 1.0, and 0.75 voxels were used respectively for the 0.317, 0.467, and 0.634 cm voxel sizes, with the latter voxel size the same as the clinical study.

The analytical projections of the CT templates of the heart, liver, blood pool, and lung were reconstructed similar to that of the SPECT slices including the postreconstruction filtering step, but excluding scatter compensation. Because the heart wall is the focus of cardiac perfusion imaging, PVE compensation was performed solely on the myocardium of all data sets, and compared with an implementation without the $F$, similar to that proposed by Hasegawa’s group. Filtered backprojection (FBP) reconstruction of the emission projections using the best 180 deg (right-anterior oblique to left-posterior oblique) without any form of correction was also included as a baseline. The FBP slices were filtered using the Butterworth filter on our clinical SPECT system with an order of 5 and cutoffs of 0.25 voxel−1 for 0.634 cm voxels, 0.185 voxel−1 for 0.467 cm voxels, and 0.125 voxel−1 for 0.317 cm voxels, respectively. We previously determined these parameters to be optimal for our clinical cardiac perfusion studies based on a human-observer ROC study. We opted to use FBP rather than RBI without any corrections as the base line because it is still the standard at most clinical sites.

There is the distinct possibility that by reconstructing the Monte Carlo projections for activity in all organs and the different template projections separately, the solutions of these reconstructed data sets will be at different points of convergence at a given iteration number. To study the
influence of possible differences in convergence rates on PVE correction, we added a fraction of the template projections to the Monte Carlo projections. The added fraction for each template projection data set was 10% of the total counts in the Monte Carlo projections belonging to the template structure. After reconstruction using the same strategies as before, the reconstructed data without the fractional template present were subtracted from the reconstructions with the fractional template present leaving only the fraction of the template added in the first place. The results were scaled back to the original template count levels and filtered employing the same filter parameters described previously. This methodology is described in greater detail in a study we conducted of the impact of PVE correction on lesion activity quantification and visualization\textsuperscript{40} and in the work of Du et al.\textsuperscript{23} where they investigated its application to account for possible differences in convergence rates in SPECT brain imaging.

All SPECT data including the source distribution were reoriented sequentially using the same angular rotations to ensure fair comparison. The PVE correction methodology was evaluated qualitatively using visual inspection of short axis slices. Fidelity was evaluated using circumferential profiles normalized employing the expected counts in the heart wall. Expected counts are derived from knowledge of the scaling performed within the SIMIND Monte Carlo simulation\textsuperscript{31} and the level of noise added. The expected counts are a measure of absolute quantification and similar to using a measure of collimator sensitivity to convert counts per voxel to MBq per gram of tissue. The profiles were obtained from averaging three short-axis slices selected to coincide with the center of the defects. A ROI was drawn on the center slice and used as a mask to eliminate any liver interference from outside the LV boundary. The center of counts in the ROI served as the starting point to determine 120 samples through 360 deg around the heart wall by searching for the maximums. The starting point to determine 120 samples through 360 deg was to avoid the problems with AC encountered when the emission data are mistakenly reoriented sequentially using the same angular rotations to partial volume effect, spillover

IV. RESULTS

Visual inspection of Figs. 2–4 clearly shows the dramatic improvement in wall uniformity with PVE compensation [\(\text{PC}_{\text{VX}}\) in Eq. (3) and abbreviated to PC henceforth] in all voxels above thresholds of 1%, 25%, 50%, 70%, and 90% of the maximum to 1.0. These resulting templates vary in wall thickness between \(\sim 1.46\) and \(0.82\) cm, the first approaching the end-systolic thickness (1.59 cm) and the latter being thinner than the end-diastolic thickness (1.1 cm). In the worst case (1% threshold) the segmentation error added approximately 10 additional voxels to the left ventricle and all averaging information from summing the segmented sum of all phases of the cardiac cycle was lost. The templates were down sampled to the 0.317 cm voxel size and used for PVE compensation.

FIG. 2. A selected set of short-axis slices from the normal MCAT heart at a 0.317 cm voxel size. Starting at the top we have (a) the true source distribution, (b) AC+SC+RC+PC, (c) AC+SC+RC, (d) AC+SC, (e) NC, and (f) FBP. No thresholding of slices was employed and each row is displayed relative to its own maximum.

FIG. 3. A selected set of short-axis slices from the normal MCAT heart at a 0.467 cm voxel size. Starting at the top we have (a) the true source distribution, (b) AC+SC+RC+PC, (c) AC+SC+RC, (d) AC+SC, (e) NC, and (f) FBP. No thresholding of slices was employed and each row is displayed relative to its own maximum.
normal perfusion study. In these figures comparison are made between the use of a combination of AC, SC, RC, and PC (AC+SC+RC+PC), a combination of AC, SC, and RC (AC+SC+RC), a combination of AC, and SC (AC+SC), and without corrections (NC) in iterative reconstruction, and FBP with no added correction. The true source distribution is also given. Three different voxel sizes are presented. The slices are displayed from apical to the basal proceeding left to right. The short-axis slices with PC were corrected using the reconstructed templates generated by adding a fraction of the template projections to the Monte Carlo acquired projections as described in Sec. III. 23,40 This will be true in all following figures unless otherwise specified. The decrease in counts in the inferior wall (already noticeable in RBI NC) of the slices reconstructed using FBP [Figs. 2(e), 3(e), and 4(e)] is due to the close proximity of the hot liver combined with the effects of the negative frequency response of Butterworth filtering at organ edges. 42,43 Such a decrease could be interpreted as a defect and its absence in the iterative methods illustrates the value of AC, SC, and RC. It is clear from Figs. 2–4 that adding PC better separates the inferior myocardial wall from the liver, and correctly scales the counts/voxel in the myocardium to be similar to the larger liver which, because of its size, does not have a significant PVE at its center. From the figures it is also obvious that noise is not overly enhanced. Voxel size, however, influences PVE compensation with the 0.634 cm sampling [Fig. 4(b)] clearly not as able to improve the visual representation of the heart to the same degree as the smaller sized voxels. Henceforth, we will only give results for the 0.317 cm voxel size.

Figure 5 gives the results for the MCAT heart with a 40% defect with abnormal motion and thinning present in the inferior wall for the 0.317 cm voxel size. The MCAT heart with a 40% defect and normal motion gave similar visual results. Starting at the top in Fig. 5 we have the (a) MCAT truth, (b) AC+SC+RC+PC, (c) AC+SC+RC, (d) AC+SC, (e) NC, and (f) FBP for comparison. The MCAT truth shows a resampled version of the true location, size, and contrast of the defect in the inferior wall generated originally with a spatial sampling of 0.2335 cm. The slices are displayed in the same way as Figs. 2–4 (apical side to the basal side) and are the same slices displayed in Figs. 2(a)–2(e) for the normal myocardium. From the figure it is evident that the defect is more accurately visualized in all aspects (size, location, and contrast) when PVE compensation (PC) is included. Although FBP visualizes the defect quite dramatically, this is an overestimate due to the presence of the liver which was seen in Figs. 2–4 to already cause an apparent defect in the inferior wall of the normal heart. 42,43

Figure 6 demonstrates the effect of $F$, the filling fraction, for the 0.317 cm voxel size. Figure 6(a) represent the 40% inferior wall defect (with abnormal motion and thinning) compensated using our proposed method (including $F$). Figures 6(b)–6(e) show slices corrected with the template-projection-reconstruction algorithm 7 without direct use of $F$. The latter method was implemented by using templates and template projection reconstructions with heart-wall voxels above a selected threshold, mimicking different manually segmented heart boundaries without the added benefit of subsampling as in the case when folding the finely sampled CT templates down to the SPECT voxel size. This scenario is similar to not having the finely sampled CT data available for segmentation. Thresholds of 1%, 25%, 50%, 70%, and 90% are illustrated. Compared to the liver (most accurate representation of true counts) it is clear that the previously proposed method 7 does a fairly good job in scaling the heart counts to its expected value when the template projection reconstruction was done with a 50% threshold, but over emphasized voxels that are not fully occupied by the heart, influencing the apparent thickness of the myocardium. With thresholds lower than 50% the apparent thickness increased while the higher thresholds (70% and 90%) are closer to the

\[ \text{Fig. 4. A selected set of short-axis slices from the normal MCAT heart at a} \]
\[ \text{0.634 cm voxel size. Starting at the top we have (a) the true source distribution,}
\]
\[ \text{(b) AC+SC+RC+PC, (c) AC+SC+RC, (d) AC+SC, (e) NC, and}
\]
\[ \text{(f) FBP. No thresholding of slices was employed and each row is displayed}
\]
\[ \text{relative to its own maximum.}
\]

\[ \text{Fig. 5. A selected set of short-axis slices from the MCAT heart with a small}
\]
\[ \text{defect (40% decrease in activity) in the inferior wall for the 0.317 cm voxel}
\]
\[ \text{acquisition. Starting at the top we have as rows the (a) MCAT truth (b}
\]
\[ \text{AC+SC+RC+PC, (c) AC+SC+RC, (d) AC+SC, (e) NC, and (f) FBP. No}
\]
\[ \text{thresholding of slices was employed and each row is displayed relative to its}
\]
\[ \text{own maximum.}
\]
true thickness. In each of these cases, the presence of the filling fraction could have improved the visual appearance of the heart.

In Figs. 7 and 8 we show PVE corrected short-axis slices when a misalignment between the template derived from the high resolution CT and the emission slices exist. The mismatch was created by simulating rigid-body motion of 1 or 2 voxels representing 3.17 mm [Fig. 7(d)], and 6.34 mm [Fig. 7(e)] displacements in the cranial direction of the CT acquisition, and hence, derived templates and attenuation maps. The PVE corrected short-axis slices without mismatch are shown in Fig. 7(c). For comparison the MCAT simulated source distribution (truth) is given in Fig. 7(a). Figure 7(b) shows the reconstructed short axis slices with AC+SC+RC before PVE compensation. The decrease in activity in the inferior wall in this example is 40% with normal wall motion and no thinning simulated. With mismatch no gross artifacts are visible even with the 2 voxel shift. The major change is that of an apparent mild increase in the size of the defect in the inferior wall for the 1 voxel displacement, and a further change in its apparent size for the 2 voxel shift. Also with the 2 voxel shift, the uniformity of the cardiac wall is seen to be mildly degraded. This lack of a significant deterioration of PVE correction with a 1 voxel shift is in line with our results of a more detailed study of the impact of mismatch on PVE correction we have previously reported.44

The quantitative assessment of the influence of mismatched CT templates on the size and severity of the 40% defect with normal motion are given in Fig. 8. PVE compensation underestimates the defect contrast without and with mismatched templates to a similar degree. Defect contrasts expressed as a percentage appeared to be 33.6%, 33.4%, and 32.6% compared to the true maximum counts for no, 1, and 2 voxels shifts, respectively. The apparent size of the defect increased with increasing mismatch as was already evident in the visual evaluation of Fig. 7.

Results due to segmentation errors are presented in Figs. 9 and 10. The visual effects (Fig. 9) are an apparent thickening of the heart wall when erroneously voxels included in the segmentation, and an apparent thinning when erroneously excluding voxels. In all cases use of the filling fraction resulted in a smooth transition of the LV wall boundaries compared without using it as depicted in Fig. 6. Quantitatively, (Fig. 10) the segmentation errors slowly deteriorate the results of our proposed PVE compensation technique by either under or over estimating maximum heart wall counts due to the change in partial volume of the reconstructed template projections. The error varies between 0.75 and 1.31 and ap-
pears to be the same for locations outside the defect. A value of 1.0 indicates the correct level of activity in the heart wall.

To quantitatively investigate the impact of the various combinations of compensation strategies on the accurate reproduction of defect count levels in the slices, average circumferential profiles for three short-axis slices spanning the 40% defect were generated and plotted in Fig. 11 for the 0.317 cm voxel size. The circumferential profiles were scaled using the expected count described previously. A value closer to 1.0 is preferred in the profile as it indicates a more accurate quantitative method. Results for AC+SC, AC+SC+RC, and AC+SC+RC+PC using projections of the template reconstructed alone and as a fractional addition to the emission data are presented. As can be seen in this figure the addition of RC to AC+SC is needed to make the defect visible, in line with our clinical experience. After PC, the defect is clearly visible and the maximum signal to background ratio (contrast) in the defect location seems to approach the original 40% decrease in activity. AC+SC+RC+PC overestimated the size of the defect slightly while the FBP profile confirms the visual impression of Fig. 5 that FBP overestimated the size as well as the contrast (~62%) of the defect due to the nearby liver as already seen in Figs. 2–4. Also, FBP, as expected, is not quantitative (no compensation for physical degradations), and although AC+SC and AC+SC+RC are an improvement quantitatively, they still fall short of being accurate. Also, note the difference in defect contrast in PC when using the template and fractional template. The maximum percent difference in defect contrast for the 0.317 cm voxel data between PC using the template projections reconstructed separately and adding a fraction of the template to the emission data before reconstruction to estimate the recovery coefficients are 22.6% ± 6.7% with normal and 30.6% ± 7.2% with abnormal motion for the 100% inferior wall defects. These values decreased to 5.9% ± 4.3% and 8.3% ± 5.0% for 40% inferior wall defects, and to even smaller values for the lesser defects.

Figure 12 summarizes the results of the accuracy with which PC can reproduce perfusion defects of different maximal severities. Five different noise realizations (represented by the error bars) were generated to illustrate the variability in correction with noise for each case shown. Figures 12(a) and 12(b) show the results for the inferior defect (a) without and (b) with regional contractual motion and thickening abnormalities. Figures 12(c) and 12(d) are the equivalent results for the anterior defects. Note that the presence of a regional decrease in contraction and thickening in addition to
the perfusion defect causes an additional decrease in the apparent severity of the perfusion defect. Also note that the severity of the defects (maximal depth) is generally underestimated. The exception to this is for defects of 40% or less in the inferior wall for the case of the abnormal regional contraction and thickening [Fig. 12(b)]. This lack of underestimation is explained by the depth of the defects in the inferior wall being enhanced by correlative noise generated during scatter compensation introducing an artifactual decrease in counts in the defect location which is quite near the liver. This artifactual decrease is seen as a slight reduction in counts visible when no defect and no wall motion abnormality are present [Figs. 12(a) and 12(c)]. They show only some increased variation between noise realizations in the inferior wall portion of the circumferential profiles.

V. DISCUSSION

Our results have shown both visually and quantitatively that very good recovery of the simulated count levels can be achieved with PVE correction in structures containing uniform counts, and for which templates can be defined. However, in areas of impaired blood flow (decreased activity), PVE compensation failed to remove the bias created by the spillover of activity from within the myocardial wall [Fig. 12]. That is, PVE correction cannot clean up regions (defects for example) for which they are not provided a unique template. We believe that filtering to control noise is also responsible for a portion of this bias. In comparing the circumferential profiles of the inferior defects with that of the anterior defects, it is obvious that imperfect scatter compensation adds to the bias in the more challenging case where large amounts of extra cardiac activity are present. The variation (standard deviation) with noise realization in Figs. 12(a) and 12(b) makes it obvious that we can distinguish a 20% reduction in blood flow when large amounts of extracardiac activity abut the inferior wall. Data not shown suggest that it is
more difficult to distinguish a 10% reduction in blood flow in the inferior wall, but not so in the anterior wall.

It is evident from Fig. 11 there are quantitative differences when the recovery coefficients are estimated using a fraction of the heart template projections added to the emission projections compared to when the template projections are reconstructed separately. The reason for these differences is twofold. First, the difference in the distribution of counts in the emission and template maps are to blame. The templates by definition have uniform counts in the heart wall while the diseased hearts have decreased counts in the affected area. Reconstructing a combination of these two sets of projections leads to the template reconstructions taking some of the properties of the emission reconstructions. We observed a decrease in counts in the template reconstructions that becomes more prominent with increasing defect contrast. Second, a smaller contributing factor is the mismatch in wall thickness in the defect area between the template and emission data as is noticeable in the differences in the values for normal and abnormal motion. A limitation of the fractional template approach is that scatter compensation methods using the emission data to estimate scatter will have a bias due to the fraction of the template added. Some scaling strategy might remove such a bias.

For the majority of data in this study we assumed perfect registration between segmented anatomy (template) and reconstructed emission data with only averaging or resampling of the template voxels down to the emission voxel sizes using linear interpolation. However, the myocardial wall in the template differed in thickness and contraction pattern at the location of the inferior and anterior wall defects in some cases, making it more realistic. The amplitude of respiratory motion in patients and normal volunteers while lying in the imaging position was determined to be on the order of at most 10 mm in the axial direction which is less significant than previously thought. We also showed that the effect of respiratory motion presents itself as a slight decrease in activity (cooling) in the inferior and anterior portions of the myocardium and that it is more evident with finer sampling of the emission images. These decreases in activity are due to position averaging of the myocardium when respiratory motion is of similar amplitude as the myocardium thickness. PVE compensation will not be able to undo these averaging effects, however, correction methods for cardiac respiratory motion are under development which may be able to decrease this cause of mismatch. Mismatches due to poor registration or body motion (rigid or nonrigid) between the CT and emission portion of a SPECT/CT study will have a greater impact on the qualitative and quantitative assessment of myocardium than the position averaging of respiratory motion (illustrated by the results of Figs. 7 and 8). In this case the misalignment could be due to a discrepancy in the respiratory stage of breath hold CT and the average respiration in SPECT. We would expect a 10 mm mismatch to present a significant challenge to our methods if not corrected. Errors in cardiac PET/CT due to misregistration are receiving more attention and that can be used to guide correction of such errors in SPECT/CT.

Another possible source of error could be the segmentation of the templates from the high-resolution contrast-enhanced gated-CT data. In our simulated case, an error of a voxel either way at the emission sampling (0.317 cm), would mean including or excluding 6 voxels at the in-plane sampling (0.058 cm) and 2.5 voxels at the cross-planing (0.117 cm) of the CT, respectively. We already showed in another study that it is possible to get a fairly accurate segmentation of the contrast enhanced gated CT myocardium and separation from the liver using a combination of the gray scale histogram method, thresholding and region growing. From Fig. 10 it is obvious that segmentation errors slowly deteriorate the results of our proposed PVE compensation technique. The heart wall also appears thicker or thinner as in the case when not employing the filling fraction, but less severe and with smoother edges.

VI. CONCLUSIONS

In this work we have described an improved template-projection-reconstruction compensation method for PVE by incorporating a filling fraction (F). We also evaluated the addition of fractional template projections to the emission data to balance the template convergence with that of the emission reconstruction, and endeavor to move toward improving image quality as well as image quantification.

The enhanced template-projection-reconstruction compensation method was seen to dramatically improve the fidelity of the rendering of the myocardial wall in the case of normal studies beyond that obtainable with AC, SC, and RC alone. The maximums in the cardiac wall were recovered and the impact of the nearby liver was dramatically reduced. This recovery was remarkable given the clinically realistic cardiac wall count level in the simulated projection data. Thus, PVE compensation is an excellent method to accurately correct uniform myocardial activity and so improve absolute quantification of blood flow and coronary flow reserve by SPECT. However, PVE compensation as implemented in this work [Eq. (3)] is in essence a scaling technique based on prior knowledge of the myocardium. Without prior knowledge of the size and shape of the perfusion defect, spillover (due to residual blurring and filter effects) from the adjacent normal myocardium stays uncorrected. This is illustrated in our study by a decrease in the heart wall contrast and an overestimate of absolute counts in the defect (Fig. 12). For a lesion with increased activity, with size and shape unknown, and embedded in some background, the improvement in accuracy will also depend on the size of the larger background structure for which prior knowledge is available.
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